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A. Summary of the Real World Business
The real world business situation dealt with in the previous assignment concerned forecasting demand for Walmart. The analysis noted the importance of forecasting demand in making inventory decisions concerning the level of inventory to hold within the business to avoid excessive inventory holding or less inventory holding (Jelena & Vesna, 2006). The time series or trend analysis using regression as a data analysis tool was used to establish the net sales trend of the company for the past 30 years (1988-2017). Through extrapolation, it was possible to make a forecast for the current year and the next two years (2018, 2019, and 2020). 
B.1 Description of the Data Collected
The data collected concerned the net sales for the thirty years which acted as a sample for trend analysis. The data was collected from secondary sources (company’s annual reports). 
B.2 Graphical Display of the Data
Figure 1: Graphical Representation of the Collected Data (Scatter Plot)

C.1 Technique used in Analyzing the Data
Time series or trend analysis is better observed by carrying out a regression analysis (Jelena & Vesna, 2006). Therefore, the analysis applied regression as an appropriate technique in data analysis. 
C.2 Output of the Calculations
	SUMMARY OUTPUT
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	Regression Statistics
	
	
	
	
	
	
	

	Multiple R
	0.98946702
	
	
	
	
	
	
	

	R Square
	0.97904499
	
	
	
	
	
	
	

	Adjusted R Square
	0.97829659
	
	
	
	
	
	
	

	Standard Error
	24.9129197
	
	
	
	
	
	
	

	Observations
	30
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	ANOVA
	
	
	
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F
	
	
	

	Regression
	1
	811936.4168
	811936.4
	1308.196
	4.75121E-25
	
	
	

	Residual
	28
	17378.29991
	620.6536
	
	
	
	
	

	Total
	29
	829314.7167
	 
	 
	 
	
	
	

	
	
	
	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	Lower 95%
	Upper 95%
	Lower 95.0%
	Upper 95.0%

	Intercept
	-53.949195
	9.329211035
	-5.78283
	3.29E-06
	-73.05921766
	-34.839173
	-73.05921766
	-34.8391731

	X Variable 1
	19.0068943
	0.52550249
	36.16899
	4.75E-25
	17.93045129
	20.0833374
	17.93045129
	20.08333737

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	


R-Square – measures the goodness of fit or how well the regression model explains the observed data. The more the figure is closer to 1, the better the goodness of fit (Schneider, Hommel & Blettner, 2010). Therefore, in this case, R2 of 0.979 implies that time (year) highly determines the level of demand at Walmart. Therefore, 97.9% of the company’s net sales are dependent on the year under consideration. Therefore, the remaining 2.1% is explained by other variables not considered in the model such as seasonality, economic factors such as currency exchange among other factors (Schneider, Hommel & Blettner, 2010). 
P-Value – is a measure of testing a null hypothesis. A result or data analysis output is considered to be statistically significant if results in rejecting the null hypothesis ("P-values and Regression Analyses," n.d.). In this case, the P-Value is 4.75E-25 (<0.05) implying that the net sales at Walmart are highly determined by the corresponding year and thus, rejecting a null hypothesis that in this case would have been;
H0 – The net sales at Walmart are not determined by the corresponding year. 
Regression Model – provides an equation of the goodness of fit line that cuts across the regressed data (Abdel-Salam, 2008). In this case, the X coefficient is 19 while the Y-intercept is -53.95. Therefore the regression model becomes; Y = 19X – 53.95
C.3 Justification of the Technique
Regression technique is an appropriate technique in establishing a trend of the collected data. When using the technique, it is assumed that the relationship that existed between the two variables in the past is expected to continue in the future (Schneider, Hommel & Blettner, 2010). Therefore, establishing the trend in demand for Walmart for the past 30 years, the regression analysis provides a line of best fit that cuts across the data. Extrapolating the line provides the projected trend. In this case, the slope of the curve becomes the independent variable coefficient while the y-intercept is also indicated in the scatter diagram(Schneider, Hommel & Blettner, 2010). 
D.1 Discussion of the Data Results
The data analysis illustrated that net sales at Walmart are linearly correlated with the corresponding year. In other words, each year, the company generates a higher level of net sales than the previous year which is proven by R2 of almost 100% (97.9). Therefore, making projections using extrapolation of the regression model, the net sales forecast of the company are easily identified as follows;
	Y = 19x – 53.95
	

	2018 = (19*31) – 53.95 = $535.05 billion

	2019 = (19*32) – 53.95 = $554.05 billion

	2020 = (19*33) – 53.95 = $573.05 billion 


Therefore, by having this information, the company can make a quality decision regarding the level of inventory to hold in the stores.  
D.2 Limitation(s) of the Data Analysis
Lack of consideration of other variables that influence the level of sales made by the company such as economic factors, competition intensity, changing retail business environment among other factors is the primary limitation of the data analysis. The analysis also ignores Seasonability which is a common feature of trends (Gahirwal & Vijayalakshmi, n.d.). 
D.3 Recommendation
The future analysis would require a consideration of more variables that influence the level of sales at Walmart. The retail business environment has experienced significant changes and making projections on regression would require a consideration of various variables (Schneider, Hommel & Blettner, 2010). The scatter plot illustrates a declining trend towards the last years in the sample illustrating a decline in the level of sales. Therefore, more variables should be included in the regression model to minimize errors in the future sales forecast. 
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