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Developing a Decision Tree
Every aspect of life is based on a decision. For organizations, making the right decision is important, not only for the effectiveness of the daily running of the organization, but also for the future success of the company. As such, managers are faced with the responsibility of making decisions. Decisions play a major role in determining the extent to which the management will be able to propel the company towards its goals. It is therefore paramount to make the right decision. Notably, decision making is a systematic process that entails weighing different options on various scopes, in order to come up with the most viable alternative. The decision making tree is among the tools that can assist a decision maker to select the best alternative. Jain and Srivastava (2013) define a decision tree as an evaluation diagram which assists the decision maker to explore all the options and predict their characteristic outcomes. The steps of establishing a decision tree will be presented in this work, using an example of a personal decision.
The initial phase of establishing a decision tree entails recognizing the decision that needs to be made. Stevenson (2014) noted that the decision tree is made up of nodes and branches which stem from the initial decision. The initial decision is represented using a square, while alternatives are represented using branches which stems from the decision subject. The name of the alternative is labeled along every branch. After getting the different branches and representing them using the branches, the decision maker then assesses the outcomes of each alternative. The assessment yields two results. On the one hand, the outcome may lead uncertainty. In such a case, a circle is used to stand for a chance event. On the contrary, the outcome may need another decision to be made. In such a case, the emergent decision is represented using a square at the end of the branch. The decision maker follows these steps until all the alternatives and outcomes are exhausted. A triangle is used to represent the end of every decision making path. The last stage in the development o the decision making tree entails the evaluation of the tree values. De Ville (2013) notes that the calculations begin from the right, moving to the left side. The expected values are obtained by getting the product of the outcome value and its probability. 
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In my case, I need to decide whether to go on with my employment, or quit and start a business. If I decide to continue with the employment, uncertainity arises because I may retain my job, or I may be fired. 
The first pay off results if I still retain my employment, and I will gain: 5000* 80/100 = 4,000 
The second pay off results in a loss in case I continue working bit end up me losing my employment: 5,000 * 20,000 = -1,000
On the other hand, if I decide to start a business, I will be faced with another decision on the type of business to start. I have two options (proprietorship or partnership). If I decide to stick to the sole proprietorship, I may make a loss or a profit. If I make a profit, I would gain 20,000 * 70/100 = 14,000. 
The profit is one indication that the business is doing well. As such, I may be faced with the decision of either expanding the business in order to accrue more profits, or just be contented with the profit I would be getting from the initial business. If I decide to expand, it means that my capital would now be the initial starting capital of 20, 000 plus the profit accrued before expansion giving me 20,000 + 14,000 =34,000. 
After expansion, the probability of making a profit would be 70%, leading me to the third pay off which is a profit. 34,000 * 70/100 =23,800.
Alternatively, a loss after the business expansion would lead me to the fourth payoff whose expected value is 34,000 * 30/100 = -10,200.
Alternatively, the fifth payoff would be the profit obtained if the business makes a profit, but I decide not to expand it. 20,000 * 70/1000 =14,000.
On the other hand, if I decided to start the sole proprietorship, there is a 30% chance of making a loss. This leads me to the sixth pay off 20,000 * 30/100 = -6,000
If I made the decision to start a business, there was the other option of starting a partnership. In this case I would contribute my 20,000 dollars, while my partner would contribute 30,000 dollars. There would be an 80% chance of making a profit, yielding 
50,000 *80/100 = 40,000.
 However, this is a partnership and my contribution is only 0.4 of the total capital. Therefore, my share of profit would be 40,000 * 0.4 = 16,000.
On the other hand, if the business makes a loss, we would lose 50,000 *20/100 = -10,000.
My share of the loss would be 10,000 * 0.4 = 4,000.
Of course, the tree diagram can progress based on the number of alternatives and outcomes. For instance, after expanding the business, I may decide to make a further step of making an acquisation, and so on and so forth. However, Fernández-Delgado (2014) advices that the complexity parameter must be utilized in order to control the size of the decision tree. The decision tree may be halted when  the cost of an added parameter on a node surpasses the complexity parameter. As a result, the decision maker manages to  to parameterize the outcomes while optimizing the size of the tree decision.
Jain and Srivastava (2013) noted that the expected value is useful in evaluating the merit of each decision alternative. A higher expected value portrays a better alternative. Therefore, in my case, the most viable option would be to quite employment, start a sole proprietorship, and expand the business after it starts generating profits. Nonetheless, the decision cannot be made by only evaluating the values of the expected outcomes. Rather, the decision maker must make other vital consideratons including involved risks, projected economic changes that may affect the expected outcomes, as well as how the decision would affect the decision maker, and other involved individuals at a personal level. Therefore, it is vital that the decision maker integrates external findings to the findings of the decision tree while making the decision (Salles, 2015).
In conclusion, as depicted from my decision tree, the decision tree is a vital tool that can help any decision maker to explore all the alternatives exhaustively in order to come up with the most viable alternative. In the same manner, the decision tool has a stronghold in that it gives the decision maker the economic impact of all the alternatives; as represented by the expected value. The higher the expected value the better the alternative. However, the decision maker must incorporate other external findings in order to make an effective decision.
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